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Problem Set 02

. Let Xy, Xo, ..., X, ESh Geo(p) with common PMF

f(x;p):{p(l_mx ifx—0,1,2,...

0 otherwise,

where p € (0, 1) is an unknown parameter. Find a sufficient statistic for p.

. Let Xy, Xo, ..., X, ey Poi(N), Y1, Y, ..., Y, ey Poi(2)), where A > 0 is unknown parameter.
Also, assume that X’s and Y’s are independent. Show that > " X;+> | Y; is a sufficient statistic
for A.

. Let X1, X, X3, X4 Sh Bernoulli(p), where 0 < p < 1 is unknown parameter. Denote
U - Xl(Xg + X4) —|— X2.

Show that U is not a sufficient statistic for p.
. Suppose that X;, Xs, ..., X, are i.i.d. RVs with common PDF

Le=5% ifa>p

f(z, o, u)={"

0 otherwise,

where € R and o > 0. Show that

(a) Xy =min{X;, Xy, ..., X, } is sufficient for p if o is known.
(b) £, (X; — p) is sufficient statistic for o if 41 is known.

(¢) (Xay, iy (X; — X(1))) is sufficient statistic for (u, o) if both parameters are unknown.

. Let Xy, Xo, ..., X, ESh N(0, ), where 6 > 0 is unknown parameter. Derive a sufficient statistic
for 6.

. Let Xy, Xo, ..., X, Esh U(—0, 0), where 6 > 0 is unknown parameter. Derive a sufficient statistic
for 6.

CLet Xi, Xo, ..., X, & Bernoilli(p), where p € (0, 1) is an unknown parameter. Evaluate Zx (p),
I+ (p), and compare. Can we use these Fisher information to claim the sufficiency of X7

. Let X4, Xo, ..., X, s N(u, 0?), where 0 > 0 is unknown, but u € R is known parameter.

Assume that n > 2. Let

n

U =25 (X )

n <
=1

n

§ =3 (x,-X)*

n—14
=1




Evaluate Z2 (02) and Zg2 (0). Show that Zy2 (02) > Zg2 (02).

9. Suppose that Xq, Xo, ..., X,, are 7.i.d. RVs with common Rayleigh PDF

2
2o~ ifx>0
.

0 otherwise,

where o > 0 is unknown parameter. Denote a statistic 7' = > | X?. Evaluate Zx (o) and Zr (o).
Are they same? If so, what conclusion can one draw from this?



